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Textbooks

Probability and
Computlng

o BXZIE (FE2hR-1Z1ThR) (Introduction to Probability),
B35 K HT (Dimitri Bertsekas) 75755 Fl 8 (John Tsitsiklis) 2,
EE, EE1THEIFE, AKBEDRR (2022)

* Probability and Random Processes, 4th edition.
Geoffrey Grimmett, David Stirzaker.
Oxford University Press (2020).

* Probability and Computing: Randomization and Probabilistic
Techniques in Algorithms and Data Analysis, 2nd edition.
Michael Mitzenmacher, Eli Upfal.

Cambridge University Press (2017).



Further References and Readings

 An Introduction to Probability Theory and Its Applications,
Vol. 1, 3rd Ed. William Feller. Wiley (1968). (iR K&EN )

 Probability Theory: The Logic of Science. E. T. Jaynes.
Cambridge University Press (2003). {#IZRiSnEE)




Syllabus

o« ZHEMEIL: mmRE
» WIR=Z(E., ENEEREHFIIFIE. ZHERELZMIES. IRREE
- BIESITR: kmmA

« MEZRIE (the probabilistic method). JIEE A (concentration of measure).
& e BT #2

o EIBLAIT: TIRIEZ

» 2E 5 NITEIZUITRIRSHNES (SEU&IT. Rixtia. [B)EFoH......)




“In practical life we are compelled to follow what is most probable;

In speculative thought we are compelled to follow truth. ’

Baruch de Spinoza (EB&ii-BiEi®D +HHLEHEER)




Probability : truth about probables

 “La theorie des probabilites n'est, au fond, que le bon sens reduit au calcul
(Probability theory is nothing but common sense reduced to calculation.)”

FIR/R- A -HZHiHEF (1819)

* “The true logic of this world is the calculus of probabillities. ”

EBHT=hx-Z2H+H (1850)
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Mathematics for the Information Age

 Foundations of Data Science:
(Book by Avrim Blum, John Hopcroft, and Ravi Kannan)
Previously titled “Mathematics for the Information Age”

Avrim Blum
John Hopcroft
Ravindran Kannan

While traditional areas of computer science remain highly important, increasingly
researchers of the future will be involved with using computers to understand and
extract usable information from massive data arising in applications, not just how to
make computers useful on specific well-defined problems. With this in mind we have
written this book to cover the theory we expect to be useful in the next 40 years, just
as an understanding of automata theory, algorithms, and related topics gave students
an advantage in the last 40 years. One of the major changes 1s an increase in emphasis
on probability, statistics, and numerical methods.



Interpretation of Probability

(This course is not about this.)
“FTUHFARXAEGEBESR p”

* Frequentism: the probability of an event is its relative frequency over time (by
repeating an experiment a large number of times under the same condition),

e.g. A IEmA LA EEL/2

* Subjectivism (Bayesian probability): the probabillity is a measure of the
“degree of belief” of the individual assessing the uncertainty of a particular

situation, e.9. < ZAPiEY FEHERAE T CIBEY GEFZARRZ G T HF

- REFHENEE, BROEBE— N EPEH:
* https://plato.stanford.edu/entries/probability-interpret/




History of Probability

(This course is not about this either.)

« 16140 N ZE XATHARIEE = (polymath) Gerolamo Cardano (R/RiA1E) £ — A/ M F AR 7 i S 2R (0)

« 171842 : Blaise Pascal (JHET &) 5 Pierre de Fermat (&) Z|8]JAY1E{S the Pascal-Fermat correspondence 3

ERIPHNF S I EE 7 EAl; Christiaan Huygens (B2 Hf) X T xR R IR De Ratiociniis in Ludo
Aleae (On reasoning in games of chance)

I"-IJ

« 18itZg: Jacob Bernoulli ({B22%l) & T Ars Conjectandi (The Art of Con/ectur/ng), B L s PRI ARENE
Abraham de Moivre (lRE3#8) &K T The Doctrine of Chances, SIAN7T IESDfFAIER T B HIOMEREE

e 10tH%2: SEREBHELRN BT RKSCF; Pierre- Slmon de Laplace (fuZ i) &3& 1 Théorie analytique des
probabilités (Analytic Theory of Probability) INEHi#—5 EEMRICS FHIESITHOEM; 19tH425K Ludwig
Boltzmann (3 /RZ% =) F1 Josiah Willard Gibbs (5% Er) FIABMERTE AR T HRi1TH=E

» 2014 Andrey Kolmogorov (fil/REEi&K) SIABERIENIB RS

Gian-Carlo Rota (1998) in MIT’s course 18.313 on Probability: “The idea of probability is one of the great ideas
developed in this (20th) century. You can find it in all the sciences.”




Sample Problems



Fair Coins from Biased

(von Neumann’s Bernoulli factory)

* John von Neumann (1951): “Suppose you are given a coin for which the

probability of HEADS, say p, is unknown. How can you use this coin to
generate unbiased (fair) coin-flips.”

%

o . Construct two equally probable events (without knowing p).



The Two Child Problem

(boy or girl paradox)

 Martin Gardner (1959): “Knowing that | have two children and at least one of
them is girl, what is the probability that both children are girls?”

 Assumption:

 Each child is either girl or boy;

» each child has the same chance of being female as of being male;
* the gender of each child is independent of the gender of the other.

o . :Understand the probabillity space.



Monty Hall Problem

(three doors problem)

* Suppose you’re on a game show, and you’re
given the choice of three doors: Behind one
door is a car; behind the others, goats. You
pick a door, say No. 1, and the host, who

Switch
and win

r

knows what’s behind the doors, opens another
door, say No. 3, which has a goat. He then
says to you, “Do you want to pick door No. 2?7
Is it to your advantage to switch your choice?

Switch
and win

:

e _:Consider a 1-car-100-door variant. Stay

and win




Bertrand Paradox ( 1 4% 81 12 34)

introduced in Calcul des probabilités (1889) by Joseph Bertrand

 What is the probability that a random chord of a circle, i1s longer than the
side of a equilateral triangle inscribed in a circle?

e method I;

e method lI:

1.0 A

y 0.0 —1_
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Prob=1/3
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Prob=1/2 .

1

/+ The notion of
“random chord of a
circle” shall be more
rigorously defined.

1.0




Pennies on a Carpet
(hard spheres in 2D square) nXx Okd

 Drop n pennies on a square-shape carpet at random.
What is the probability that no two pennies will overlap?

e |In 1-dimension (n needles on a line segment);

£ —nd "o
(f—d) if £ > nd

0 otherwise

° In 2_d|menS|On: Nothing is known about this problem. aS Of 1979_98.

ﬁEI*(hard Sph@res)*ﬁﬂ: This problem is one of the

most important problems of statistical mechanics. If we

could answer it we would know, for example, why water boils

at 1009C, on the basis of purely atomic computations. Glan-CaHO ROta
teaching 18.313

M. Jerrum, H. Guo (2021): &% EE>Kf#Zhard spherestiR BN IT KT HiE



Phase Transition of Ferromagnetlsm

(critical behavior of Ising model)

Ising model (Lenz 1920):

Given a graph G(V, E) and f € (0,1),
eacho € {—1,+ 1}V is assigned a weight:

f
w(o) = ﬁzquElau_G"Vz N

Generate arandomo € {+1,— 1}V

with probability o« w(o).

“Resolve” the model:

* Ising (1D), Onsager (2D)
e Jerrum-Sinclair (1989):

Monte Carlo algorithm

Ising (1924), Onsager (1944), Lee-Yang (1952)

Kaufman, Onsager, Yang, Kac, Ward, Potts,
Montroll, Hurst, Green, Kasteleyn, McCoy, Wu,
Vdovichenko, Fisher, Baxter, ...



PageRank S — v e

Q Al ] Images ] Books [»] Videos [ News : More Tools

About 1,320,000,000 results (0.54 seconds)

 Rank pages in the World Wide Web:

* A page has higher rank if pointed by more
high-rank pages.

* High-rank pages have greater influence.

* Pages pointing to few others have greater
influence.

 Rank of pagev € V-

r(u)
)= )
(u,v)eE d_|_(1/t)

Directed graph G(V, E)

o Stationary distribution of random walk!



Large Language Model (LLM)

 Large Language Model (LLM) uses deep learning to
process and generate human language, enabling a
wide range of natural language tasks.

 Large Language Models (LLMs) rely heavily on
probability theory to understand and generate
language:

* At the core of LLMs is the concept of
probabilistic modeling, where the model learns
the likelihood of certain sequences of words (or
tokens) occurring in a given context.




Probability Space




Sample Space (# A& % 7))

» Sample space €2: set of all possible outcomes of an experiment (samples).

 Example: all sides of a dice; all outcomes of a sequence of coin tosses; ...

. A family T C 2% of subsets of Q, called events (¥ 44), satisfies:

« @ and €2 are events (the impossible event and certain event);
“Z:'Efﬁ“é %;/ft];” CC‘)‘A‘%%;{%”

. if Ais an event (i.e. if A € ), then so is its complement A¢ = Q\A;

. ifA;,A,, ... are events (i.e.ifA;,A,,... € X), thensois | J.A (and [ ). A)



o-Algebra (o-/X, %)

o A family 2 C 2% of subsets of Q is called a o-algebra, if:
¢ @ € 2;
e A€ X = A € X (Where A° = Q\A);
¢ ALA,, ... €T = [ J.A €L
« Examples: X =24 X ={@,Q): X ={@,A, A, Q) foranyA C Q



Sets as Events

Notation Set interpretation Event interpretation
@ € Member of {2 Sample, elementary event
A C Q) Subset of £2 Event A occurs
A€ Complement of A Event A does not occur
ANRAB Intersection Both A and B
AUDB Union Either A or B or both
A\B Difference A, but not B
ADPB Symmetric difference Either A or B, but not both
ACBHB Inclusion A implies B
ANB=g Set disjointness A and B cannot both occur
%, Empty set Impossible event
() Whole space Certain event




Probability Measure (4% 2] )

. Let X C 2*? be a g-algebra.

A probability measure (also called probability law # % 4£) Pr on sample
space (2 (with events ) is a function Pr : 2 — [0, 1] satisfying:

e (normalized) Pr(€2) = 1;
» (additive) for disjoint (48 %) Ay, Ay, ... € 2 Pr (UiAl-) = ). Pr(A)).

* The triple (€2, 2, Pr) is called a probability space.




Basic Properties of Probability

e« Pr(A°) =1 - Pr(A)

e Pr(@) =0

» Pr(A\B) = Pr(A) — Pr(A N B)

« ACB = Pr(A) < Pr(B)

« Pr(AUB) =Pr(A) + Pr(B) — Pr(A N B)

o “KAHLA KRB REABEAIBEE A 1/2” RXRETEIRB RN (8R40 s sz m 260 e 50" EXIH)

» All can be deduced from the axioms of probability space.



Union Bound

» Union bound (Boole’s inequality): for events A, A,, ...A, € 2

Pr OAZ- < i Pr(A))
i=1 i=1

- Example: A machine has n parts, each of which breaks down with prob. p

Pr| all parts are fine |

= 1 — Pr[d a part breaks down | <1 — np

Holds unconditionally.
(tight if all bad events are disjoint)



Principles of Inclusion-Exclusion

» Principle of inclusion-exclusion: for events A, A,, ...A, € 2,

Pr(OAi) ZPr(A)— D PrA,nA)+ ) Pr(AnANA)— -
=1

i<j 1<j<k
= 3 (s
S C {517226"”} €S

 Boole-Bonferroni Ineqaulity: for events A, A,,...A, € 2, forany k > 0

€S

—_— bl B { "’
1§|S|<2k 1 <|S| <2k+1



Derangement (42 3E)

(le probleme des rencontres)

» The probability that a random permutation 7 : [n]| — |n] has no fixed point
(i.e. there isno i € |n] such that z(i) = 1).

» Let A, be the event that 7(i) = 1.

d

k=1 SE(“’Z/}”’”})

n>( 1)k1<n bl _ Z( Dt
!

2) -5
|

Pr(ﬁAi‘) =1—Pr(0Ai> =1+i(_kl)k =i(_1)k —> — asn —> &0
i=1 i=1 k= ‘

k=0 C



Classical Examples of Probability Space

c T E

Finite sample space €2, each outcome @ € €2 has equal probability.

o JUATH
calculated as some geometric measure of A.

e Bertrand’s paradox
 Buffon’s needle problem

i)

! (classic probability): discrete uniform probability law

A

For every event A C Q: Pr(A) = o

!l (geometric probability): continuous probablllty space where Pr(A) is

Prx z




Buffon's Needle Problem (& F3% 4t 17 #2)

« Suppose that you drop a short needle of £ on ruled AN

paper, with distance d between parallel lines. | / \\ /\ Id
 What is the probability that the needle comes to lie N— 7
in a position where it crosses one of the lines? o =
» For £ < d, this probability is calculated as: ) L
) /2 r YA x € [0,d/2]: distance from the center
—_—— —sin6df = — of the needle to the closest parallel line
dr 0 2 dr 0 € [0,7/2]: acute angle between the

needle and one of the parallel lines

Event: {(x, 0) € [O,%] X [O,%] | x < gsiné’}



